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Background and purpose: Reliability of estimates emanating from predictive independent data 
mining techniques is a complex problem. This could be attributed to cross-cutting weaknesses of 
individual techniques such as collinearity due to high dimensionality of attributes in a dataset, 
biasedness due to under fitting and over fitting of data as well as noise accumulation due to outliers and 
thus affecting the reliability of predictions emanating from these models. This study thus aimed at 
developing a hybrid data mining technique for predicting reliable malaria incidence rate thresholds. 
Methods: The decision tree and naïve Bayes classifiers were used to build a hybrid prediction model. 
Results of the developed hybrid model were compared with independent data mining models using 10-
fold cross-validation on a previously unlearned data set. Accuracy, F-measure and the area under the 
receiver operating characteristics curve (AUC) were the key performance metrics used to evaluate the 
generalizability of the hybrid model in comparison to the independent models. 
Results: Findings revealed that the hybrid classifier attained an accuracy of 79.3% and an F-measure 
score of 84.2%, the naïve Bayes classifier achieved accuracy and F-measure value of 69% while the 
decision tree classifier registered an accuracy of 72.4% and an F-measure score of 80%. 
Conclusions: The developed hybrid model outperformed both independent decision tree and naïve 
Bayes models. Hence merging several independent homogeneous predictive data mining techniques 
enhances the accuracy of the estimates leading to reliable estimates. 
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1 Introduction 

Garg and Vishwakarma [1] argue that predicting a reliable estimate based on independent data mining 

techniques is an intricate obstacle, as each technique has its weaknesses with respect to the data structure, 

shape, and validity [2] [3].  According to Gidron [4], reliability refers to the degree of consistency in 

measurement. Easterby-Smith, Thorpe, and Jackson [5] corroborate that reliability can be explored by 

answering the following three questions: i) Do the predicting methods employed generate similar results 

on different occasions? ii) Are the same results generated by other researchers? iii) Is the analytical process 

from raw data to the discovery of new knowledge transparent? Hence reliability is a measure of the 

consistency of the information [6].        

 Prediction of estimates in databases is often made based on traditional statistical techniques rather 

than data mining techniques [7] [8] [9] [10] [11] to mine formerly hidden patterns and information from 

databases. However, the current proliferation of data that is “big” in nature and unstructured, characterized 

by its Volume, Velocity, Variety, Veracity, and Value have made it difficult for traditional statistical 

procedures that are often exclusively accustomed to the investigation of structured and homogeneous data, 

to process and analyze large and complex data sets [12] [13] [14]. The fact that the data is too big and in 

different forms as well as from various sources led to several scholars [14] [15] [16] breaking down big 

data into five characteristics, commonly referred to as 5 V’s: Volume relates to the size of data, Variety 

pertains to the data which appears in different forms, Velocity denotes the high pace at which new data is 
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generated, Veracity measures the authenticity of the data, and Value assesses how good the quality of the 

data is in reference to the intended results. Therefore, the rise of big data has forced scholars [13] [17] [18] 

to advance data mining as a plausible solution to extract previously unknown and unseen patterns and 

information that are challenging to discover with traditional statistical techniques with respect to big data.

 Agyapong, Hayfron-Acquah, and Asante [19] assert that data mining techniques are mainly 

categorized into two categories: predictive and descriptive methods. Predictive approaches also known as 

classification learn from the training set, where all attributes are already associated with known class labels 

and build a model which is used to estimate unknown values of new attributes [20] [21] whereas descriptive 

approaches are also known as clustering usually identify patterns or associations among attributes in 

datasets by looking for human-interpretable patterns that describe data [19].  

 Pertinent literature reveals that predictive approaches are the dominant method in the data mining 

arena [20] [22] [23] possibly due to their strength such as making the computation process easy to 

understand, generation of inclusive rules for classification, handling both real and discrete data [21] [22] 

[24]. However, majority of the independent predictive techniques share common weaknesses such as 

dependence on the nature of the dataset or data type for classifier performance [22],  imprecision of 

estimates in scenarios where various attributes in a dataset are dependent on each other [21] , replication of 

sub-trees on different paths leading to collinearity [25], information overload due to the large size of input 

datasets thus increasing the time to mine information, which decelerates the decision-making process [25], 

collinearity due to high dimensionality of attributes in a dataset [26],  biasedness due to under fitting and 

over fitting of data as well as noise due to outliers [27]. Thus several researchers [26] [27] [28] suggest that 

different independent data mining models have varying predicting capabilities based on their strengths and 

weakness; the authors claim there is no universally employable independent data mining model for all 

prediction scenarios.  Hence the practice of employing independent data mining techniques leads to 

unwanted biases, errors and omissions, noise accumulation and spurious correlations among variables 

which affects the accuracy and reliability of predictions emanating from these models [29] [30] [31].

 Various scholars [32] [33] [34] have applied more than one independent data mining technique to 

predict estimates on the same dataset but all these techniques generated varying results with dissimilar 

accuracies. As a result, the above scholars conclude that there is no single data mining model that produces 

the most reliable result. To address the above gap associated with variances in estimates of predictions 

using individual classifiers, hybridization of several individual data mining techniques is suggested [25]  

[35] [36] [37] alluding to the fact that merging several independent data mining techniques improves the 

accuracy of the estimates leading to reliable estimates [25] [28] [34] [38]. According to Ahlawat and Suri 

[25], hybrid procedures in data mining are a logical amalgamation of various individual techniques, thereby 

utilizing the strengths of the individual procedures of the hybrid algorithm to improve the performance of 

prediction models to generate reliable estimates. Kazienko, Lughofer, and Trawiński [39] suggest that it’s 

imperative to note that both hybrid and ensemble techniques utilize the concept of information 

amalgamation nonetheless in diverse ways. In case of hybrid classifiers, diverse heterogeneous data mining 

approaches are combined [39] [40] [41] whereas ensemble classifiers instead merge numerous but 

homogeneous, feeble techniques [42], characteristically at their individual output level, utilizing several 

merging methods [43].    

1.1 Data mining models employed in the study 

Despite the presence of several predictive data mining techniques, scholars are facing the challenge of 

choosing the best model for a particular data set [44]. In keeping with relevant published literature, the most 

frequently employed predictive data mining techniques include:  Decision trees, Artificial Neural Networks 

(ANN), KNearest Neighbor (k-NN), Support Vector Machines (SVM), algorithm, logic-based algorithms 

especially Decision Trees (DT) and bayesian related classifiers [45]. Furthermore, Hamblin et al. [45] 

reveal that ANN and SVM generate better estimates when dealing with continuous-valued attributes 

whereas K-NN is biased to noise and hence very sensitive to outliers in datasets. However, given that the 

researchers’ problem under investigation involved discrete data from heterogeneous sources, the above 

limitations disqualify ANN, SVM, and KNN techniques.    

 However, logic-based systems such as Bayes and decision trees classifiers tend to perform better 

when dealing with categorical attributes [45].   As a result, the researchers employed the decision tree and 

naive Bayes as the predictive data mining techniques for this study on the basis of their greater ability of 
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modelling classification type prediction problems [46].  Above all, the choice of decision trees and Bayesian 

classifiers takes into consideration decision boundary-based and probability-based approaches to prediction 

in machine learning respectively [47].  

1.2 Malaria disease model  

Malaria was chosen as a disease model for this study because the World Health Organization (WHO) [48] 

recognizes the presence of weak surveillance systems that are unable to reliably predict future malaria 

incidence rates particularly in Low and Middle-Income Countries (LMICs) particularly Uganda, making it 

hard to optimize response to malaria outbreaks. Additionally, the latest WHO world malaria report [49] 

reveals that at a global level, Africa accounted for 213 million cases out of the 228 million cases recorded 

globally in 2018 with Uganda accounting for 5% of the global burden. Despite increased consideration paid 

to malaria surveillance systems and their key role for improving health systems in Low and Middle-Income 

Countries (LMICs) such as Uganda, it is believed that the majority of the existing surveillance systems 

cannot be used to reliably predict future malaria incidence rates [49]. Hence the need to develop a robust 

hybrid prediction model in order to enhance early warning leading to effective and timely response to future 

outbreaks.          

 The overall motivation underlying this study is that considerable work has been done on boosting 

the predictive accuracy of individual homogeneous data mining techniques but little work with regards to 

enhancing the reliability of heterogeneous techniques. To this end, the researchers argue that there is a need 

for building a hybrid data mining approach, which is an effective amalgamation of numerous independent 

data mining techniques, to utilize the strengths of each individual technique and compensate for each other’s 

weaknesses. 

1.3 Problem statement 

In order to address the drawbacks of the traditional statistical methods, data mining techniques have been 

adopted. However, the conventional independent data mining techniques are not capable of producing 

reliable predictions. This is mainly attributed to their weaknesses with respect to the data structure, shape, 

and validity. As a result, the performance of conventional independent data mining techniques is weakened 

due to noise accumulation emanating from measurement errors, outliers, and missing values as well as 

spurious correlations which may lead to false scientific conclusions or poor predictions and varying 

measures of accuracy. Hence, the need to develop a hybrid data mining algorithm in order to improve the 

predictive accuracy and reliability of individual data mining techniques. 

2 Related Literature 

In this section, the researchers review recent research on the amalgamation of independent data mining for 

various real-world predictive problems.        

Sumana and Santhanam [44] examined single and hybrid classification techniques as viable tools to 

achieve enhanced predictions for the presence or absence of heart diseases in a cohort of patients.  Their 

findings reveal that the proposed hybrid model produced more accurate estimates of 99.54% compared to 

single classifiers and ensemble classifiers.        

Ogwoka, Cheruiyot, and Okeyo [50] proposed “A Model for Predicting Students’ Academic 

Performance using a Hybrid of K-means and Decision tree Algorithms”.  Findings reveal that merging 

Decision tree and k-means algorithms generated better results after extracting previously unknown features, 

thus improving the accuracy of prediction.       

In 2016, Dubey and Saxena [51] developed a hybrid prediction model for feature selection. They 

amalgamated correlation and support vector machines to classify big data. This proposed hybrid technique 

was tested on five big data boolean datasets. The authors attest that the hybrid yielded better accuracies in 

three out of the five big data datasets with a fewer number of features.     

Ahlawat and Suri [25] developed a hybrid algorithm by combining decision trees and clustering to 

classify data samples. Their results proved that an amalgamation of decision trees and clustering is suitable 
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to improve the accuracy of estimates. They concluded that using hybridization can be used to enhance 

performance and prediction values to get better results.      

In 2016, Raghavendra and Indiramma [52] proposed a “Hybrid data mining model for the classification 

and prediction of medical datasets”. The researchers employed attribute separation selection techniques 

particularly the forward selection and backward elimination method generate an appropriate subset of 

attributes to enhance the performance of the model. Findings revealed that the proposed hybrid model 

outperformed the linear regression and artificial neural networks with fewer number of significant 

attributes.          

Hakizimana et al. [2] proposed “A Hybrid Based Classification and Regression Model for Predicting 

Diseases Outbreak in Datasets”. The authors built a hybrid model for predicting infections occurrence in 

datasets by merging naïve Bayes, random forest, simple logistic, Bayesian logistic regression, and SMO. 

The hybrid technique produced the best accuracy with 100%, compared to the naïve Bayes with 90.9%, 

SMO with 90.9%, and Bayesian logistic regression with 36.4%. Hence the hybrid model is superior to 

individual models in terms of improved accuracy of estimates.     

Ren, Fei, Liang, Ji, and Cheng [53] in their study to predict kidney disease in hypertension patients 

proposed a hybrid neural network that integrates Bidirectional Long Short-Term Memory (BiLSTM) and 

Autoencoder networks. Findings from their study revealed that the proposed hybrid model attains 89.7% 

accuracy and thus the proposed integrated model outperformed traditional stand-alone prediction models 

with distinct features and neural baseline systems.       

In order to predict diseases, [54] developed a hybrid model that amalgamated k-nearest neighbor,case-

based reasoning, and fuzzy set classifiers.  Findings revealed that the hybrid model enhanced the accuracy 

of the model compared to the stand-alone classifiers. The authors concluded that the integration of several 

independent predictive models aids to yield improved estimates from predictions. In 2020, Ju-

young, Rang, and Jong-chul [55] proposed “Seasonal forecasting of daily mean air temperatures using a 

coupled global climate model and machine learning algorithm for field-scale agricultural management”. 

The researchers used a hybrid model that integrated multiple regression and artificial neural networks to 

forecast mean daily temperature. The hybrid model yielded results with a root mean square error (RMSE) 

of 1.02-3.35 compared to the standard climate model that achieved a RMSE of 1.61-3.37.  

Junliang Fan, Wu, Ma, Zhou, and Zhang [56] suggested three novel hybrid support vector machines 

(SVM) with bat algorithm (SVM-BAT), whale optimization algorithm (SVM-WOA) and particle swarm 

optimization algorithm (SVM-PSO) for daily diffuse solar radiation in air-polluted regions using, 

multivariate adaptive regression spline (MARS), SVM and extreme gradient boosting (XGBoost) models. 

Their findings showed that hybrid models generate more accurate estimates.  The researchers proved that 

the hybrid SVM-BAT model was a better classifier than the SVM, XGBoost, and MARS models by 

attaining more accurate daily rates and quicker convergence rates.    

A synopsis of the reviewed relevant literature suggests that the application of various independent 

predictive data mining techniques in the context of classification on similar datasets yields varying 

estimates, leading to poor, unreliable estimates and consequently insufficient scientific conclusions. The 

above shortcomings have stimulated the curiosity of the researchers to continuously struggle to improve 

the algorithms for undertaking classifications and predictions using single data mining techniques related 

to the realization of reliable estimates. To this end, the researchers argue that there is a need for building a 

hybrid data mining approach, which is an effective amalgamation of numerous independent data mining 

techniques, in order to utilize the strengths of each individual technique and compensate for each other’s 

weaknesses. 

3 Materials and methods 

3.1 Data Pre-processing 

3.1.1 Data Collection .  
Monthly data for the period January 2012 to December 2019 on confirmed and suspected (clinically 

diagnosed) cases of malaria were obtained by the researchers from the Ministry of Health through the 
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District Health Information System 2 (DHIS2)1. Temperature (average maximum and average minimum) 

and rainfall data for a similar period were also obtained from the Uganda National Meteorological Authority 

(UNMA)2, whereas demographic data was obtained from the Uganda Bureau of Statistics (UBoS)3. 

3.1.2 Data Cleaning 
The researchers verified and validated the raw datasets in order to check for errors, omissions, and outliers 

in preparation for compiling a complete and merged dataset that was used for building predictive models.  

R version 3.6.3 (R Core Team, 2020) served as the primary tool for data management. In cases of missing 

climate data, the researchers imputed the missing data by substituting each missing value with the average 

of  identified values of that attribute using equation (1) adapted from [57]; 

 
Y!
"
=#k ∈ r(complete)

Y#
"

n|%('()*+,-,)|
 

 

( 1) 

Where 1/
0
  denotes the  212   the missing attribute of the  312  observation 

 4(56789:;:)  denotes non-missing values from 1/  
 4|3(45678919)|   denotes the total number of observations where the 212  attribute is not missing. 

3.1.3 Data Transformation 

Normalization.  

The fact that attribute values were measured on different scales .e.g. temperature in degrees Celsius and 

rainfall in milimetres implied that the attributes couldn’t be compared meaningfully [58]. Hence data 

normalization by standardization (z-scores) was undertaken to adjust for the above discrepancies, thereby 

ensuring that all continuous attribute values are scaled and belong in similar ranges [58] [59].  The mean 

and standard deviation of the attributes were used for normalization as illustrated in equation (2); 

 B =
=/ − µ
σ

 ( 2) 

where    B = A647B93C:D	B;;43FG;:	HB9G:, =/ = 643I3AB9	B;;43FG;:	HB9G: 

µ=mean	of	attribute , O=attribute	standard	deviation 

Discretization.  
According to [60], data discretization enhances the comprehensibility of the discovered previously 

unknown knowledge from databases. Hence data discretization was undertaken in order to produce a 

homogeneous group of antecedent attributes since the dataset comprised both continuous and categorical 

attributes, thus alleviating outliers and conquering noise accumulation [59] [60] [61].  

3.1.4 Training and Testing data 
The dataset was split into training and testing datasets. 80% of the data was assigned to the training 

group for the development of the classifiers. The rest of the data (20% of the total cases) was assigned to 

the validation groups for the assessment of model performance [62].  

3.2 Ethical statement on data access 

The datasets were accessed with official permission granted from the Ministry of Health, Uganda National 

Meteorological Authority and Uganda Bureau of Statistics. 

 
1 www.health.go.ug 
2 www.unma.go.ug 
3 www.ubos.org 
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3.3 Analysis 

3.3.1 Proposed hybrid data mining model 
The researchers’ proposed hybrid model was developed in two phases, utilizing two different single 

techniques.  In the first phase, decision trees were used in a cascaded style for important attribute extraction 

based on the gain ratio to pre‐process the data. Then, the output of the first stage was employed to construct 

the second stage weighted naïve Bayesian classifier as the prediction model. The overall methodological 

workflow of the hybrid model is illustrated in Figure 1. 

 

 

Figure 2: The overall framework and methodological workflow of the hybrid model 

First Phase 
Under this phase, the researcher employed the decision tree technique based on the C4.5 algorithm to 

identify the most significant attributes to improve estimates [63]. Additionally, the researchers assigned 

gain ratio values as weights for each attribute based on the fact that weighted classification assigns various 

degrees of significance to different attributes and classes in order to denote the relative importance of each 

attribute and class [64]. 

The following procedures were followed in the first phase. 

i) Given a training dataset, S with instances T/  where	T/ = {T:, T;, … , T<}.The training dataset S is 

defined by attributes Y/  .i.e.  S = {Y:, Y;, … , Y<} and generate an attributes list B which has v 

possible values. The training data also belongs to a set of classes  Z = {Z:, Z;, … , Z<}    
ii) Build a decision tree classifier employing the C4.5 formula adapted from [65]; 

a) Entropy for the root node: 

 Entropy(T) = ∑ (p!)
)
!=: log;(p!)       

Where 8/ denotes the probability of the target attribute 

b) Entropy of Attribute (B) for attribute list B   with respect to the root note (T) 

 Entropy>(T) = ∑
?@!?
|@|

A
"=: ∗ EntropyaT"b       

      where S0 is a collection of the instances in the dataset T with attribute B having value j 
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c) Compute the information gain for each attribute 

 Info_Gain(T) = Entropy(T) − Entropy>(T)       

d) Compute the split information  (V) for a set of attributes  (S/) and aS0b 

 Splitinfo(B)=−fg
@"
> g log; hg

@"
> gi + g

@!
> g log; hg

@!
> gik 

 

e) Compute the gain ratio(B) for attribute list B with respect to the root note (T) 

 Gainratio(B) = l
Info_Gain(B)

Splitinfo(B)
n ( 3) 

f) After computing information gain ratio for each attribute on the decision tree classifier, 

assign and initialize the weight (o/) for each attribute(Y/), where Y/ ∈ S  as the gain 

ratio value of the respective attribute. 

NB: The weight for an attribute is computed as o/ = pB3A4B;36(Y)/ 	 
g) If the attribute, Y/ ∈ S, is not tested in the decision tree,  then the weight (o/) of the 

attribute, (Y/), was initialized to zero. 

h) Thus, the parent node of the tree will have a higher weight value in comparison with those 

of its child nodes [66].   

Second Phase 
Under this phase, the researchers employed the naïve Bayes technique. The naïve Bayes technique is a 

Bayesian classifier grounded on statistical methods and utilizes Bayes Theorem proposed by Thomas Bayes 

to calculate unknown conditional probabilities [67]. Bayesian classifiers handle real and discrete data and 

make the computation process easier. The main advantages of naive Bayes classifiers are that they are 

resilient to noise and outliers, and they handle missing values by ignoring the instance during probability 

estimate calculations [68].  The naïve Bayes technique is referred to as “naïve” due to the fact that it assumes 

that the occurrence of a certain attribute is independent of other attributes conditional on a similar 

consequent target value [67].          

On the other hand, the naïve Bayes technique assumes conditional independence of antecedent attributes 

given the target attribute [69] [70], which hardly ever holds in real-world scenarios [71]; weakening its 

performance in models with complex attribute dependencies [72].     

Hence in order to alleviate the independence hypothesis of the naive Bayes, the researchers applied 

weight values derived from the first phase to the attribute set based on each attribute’s importance in the 

classification process [45]. According to [45], the Naive Bayes algorithm is derived from Bayes' theorem 

(equation 4); 

 
P(X Y⁄ ) =

P(Y X⁄ )P(X)

P(Y)
 

 

( 4) 

Where  P(X Y⁄ )=probability of  X given Y has occurred 

              P(Y X⁄ )=probability of Y given X has occurred 

              P(X) and  P(Y) are probabilities  of X and Y occurring independently from each other. 

However, bases on the assumption of independence among antecedent attributes, equation (4) is 

transformed to equation (5) for the naïve Bayes formula [67]; 

 
P(ZB y:, y;, … , yB⁄ ) =

P(y:, y;. yC, … . , yB, Z!)
∏ P(y!)B
!=:

 

 

( 5) 

Where P(Z<)= the prior probability of the class that reflects background knowledge due to the chance 

of Z to be correct. 

            P(T/)= the probability of y to be observed 

          P(ZB y!⁄ )= the posterior probability of class (malaria incidence) given predictor (attribute). 

										P(y! ZB⁄ )= the probability of observing y given Z holds 

Hence simplifying the numerator on the right hand side in equation (5) leads to equation (6); 
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P(ZB y:, y;, … , yB⁄ ) =

P(yB)∏ P(T/ Z<⁄ )B
!=:

∏ P(y!)B
!=:

 

 

( 6) 

Since the denominator in equation (6) is invariant across various consequent attribute classes, it can be 

dropped as illustrated in equation (7). 

 
x = argmax(P(ZB y!⁄ ) = 	P(yB)xP(T/ Z<⁄ )

B

!=:
) 

 

( 7) 

Where x is the class with the highest probability given a set of attributes. 

The following procedures were followed in the second phase. 

i) The researcher will compute the class conditional probabilities utilizing only the significant 

attributes nominated by decision tree technique in the first phase (i.e. o/ ≠ 0) and classify 

each instance Y/ ∈ S  based on the gain ratio values. 

ii) Assume that there are m classes,  Z:, Z;, … , Z6 .  Given an object	1, the classifier will predict 

that Y  belongs to the class having the highest posterior probability.  

That is, the naïve Bayesian classifier predicts that tuple Y  belongs to the class Z/ if and 

only if   

 P(Z! Y⁄ ) > PaZ" Y⁄ b	for	1 ≤ j ≤ m, j ≠ i  

iii) Thus the �(Z/ 1⁄ ) needs to be maximized. The class Z/  for which �(Z/ 1⁄ ) is maximized is 

called the maximum posterior hypothesis. 

iv) Compute the class conditional probabilities using the weights of significant attributes as 

exponential constraints using the formula below [72]; 

 P(Z y!⁄ ) = P(Z)xP(y!|Z)D!
B

"=:
 ( 8) 

Where o/  refers to the weight of the attribute, (T/), which effects on class conditional 

probability calculation as an exponential parameter. 

                   �(T Z⁄ ) = �46FBF393;T	6Å	B;;43FG;:	T	I3H:A	Z	ℎBC	655G4:D 

                   �(Z) = �46FBF393;T	6Å		56AC:ÉG:A;	B;;43FG;:(59BCC) 
                    �(T) = �46FBF393;T	6Å		BA;:5:D:A;	B;;43FG;: 

																							�(Z T⁄ ) = �46FBF393;T	6Å	:H:A;	Z		I3H:A	T	ℎBC	655G4:D 

v) The class conditional probabilities of the non-significant attributes (o/ = 0) by decision trees 

will not be employed in the prediction of estimates in the second phase. 

vi) The researcher reiterated this process until all the attributes were correctly predicted. 

The algorithm in Figure 2 adapted from [63] [73] outlines the proposed hybrid algorithm; 
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Figure 2: Proposed hybrid algorithm 

3.4 Goodness of Fit  

The researchers used k-fold cross-validation (CV) method and six performance evaluation metrics. 

3.4.1 Classifier Validation Method 
The K-fold cross-validation method was employed [74]. In k- fold validation, the set of training data 

was divided into k- groups of equal size. In our experiment, we used the K=10 cross-validation due to the 

fact that its performance is reliable [60]. Hence under the 10-fold cross-validation process, 90% of the data 

was used for training and 10% of the data was used for testing purposes. 

3.4.2 Performance Evaluation Metrics 
The researchers used a confusion matrix in order to evaluate the performance of the classifiers based on 

various performance evaluation metrics as illustrated in Table 1. 

Table 5: Performance metrics computed 

Metric Formula Description 
Accuracy/recognition rate 
(%) 

("# + "%)
("# + "% + '# + '%) 

Number of correctly classified malaria 
incidence thresholds to total number of 
incidences 

Sensitivity/ true positive rate 
(%)/Recall 

"#
("# + '%) 

The proportion of low incidence thresholds 
that are correctly classified 
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Specificity/ true negative 
rate (%) 

"%
('# + "%) 

The proportion of “moderate” incidence 
thresholds that are correctly classified 

Precision (%) "#
("# + '#) 

The proportion of “low” incidences 
predicted to be “low” that are truly “low” 
incidences 

F-Score/F-measure (2 ∗ #+,-./.01 ∗ 2,-344#+,-./.01 + 2,-344 5 The harmonic mean of precision and recall 

Area under the Curve (AUC)  The area under the curve (AUC) is a model 
goodness-of-fit measure that compares it to a 
baseline 50% measure (the straight line).  

Source: Mehdiyev, Enke, Fettke, & Loos  [75]  

In the context of this study, the entries in the confusion matrix were defined as: 
i) True positive (TP): is the number of actual “LOW” instances classified as “LOW”. 

ii) False-positive (FP): is the number of actual “MODERATE” instances classified as “LOW”  

iii) False Negative (FN): is the number of actual “LOW” instances classified as “LOW”. 

iv) True Negative (TN): is the number of actual “MODERATE” instances classified as 

“MODERATE”. 

3.5 Software Tools  

The data processing and analysis was undertaken entirely in R, version 3.6.3 [76], by means of R packages 

“funModeling” version 1.9.3 [77], “dplyr” version 0.8.5 [78], “tidyr” version 1.0.2 [79], “caret” version 

6.0.86 [80], “reshape2” version 1.4.4 [81]. 

4 Results 

The overall performance of the classifiers was evaluated based on their prediction accuracy in classifying 

the instances of the data set into low and moderate malaria incidence thresholds. The researchers utilized 

10-fold cross-validation to assess the performance of the three classifiers on previously unlearned data. 

Figure 3 shows the classification results of the test data. 

 

 

Figure 3: Comparison of classifiers’ performance using 10 fold cross-validation 

The performance metrics for all the classifiers were separately identified using trained models that were 

fit on previously untrained test data.  According to figure 2, the hybrid model attained the highest 

performance with respect to the accuracy, specificity, and F-measure metrics recorded at 79.3%, 77.8%, 
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and 84.2% respectively.  On the other hand, the naïve Bayes classifier registered the highest sensitivity at 

90.9% compared to 72.7% registered by decision tree and 80% obtained by the hybrid classifier. The 

achieved accuracy results indicate that the proposed hybrid model outperformed the independent decision 

tree and naïve Bayes classifiers by 6.9% and 10.3% respectively. 

4.1 Receiver Operating Characteristics (ROC) Curve 

The ROC curve (Figure 4) is a graphical plot that symbolizes how the performance of the sensitivity and 

specificity of a classifier varies in relation to one another (Wu, Yang, Huang, He, & Wang, 2018; Zhu, 

Idemudia, & Feng, 2019). The ROC permitted the researchers to assess the performance of the developed 

models at various thresholds. Figure 3.0 reveals that the Area under the Curve (AUC) was recorded at 

67.17%, 88.38%, and 86.87% for the decision tree, naïve Bayes, and hybrid classifier respectively. A 

random model would have an AUC of 50% (the straight line), give that it basically dissects the graph 

(Winters, 2015). Hence the generated the ROC curve for all the classifiers outperform a random model 

(straight line). 

 

Figure 4: Comparison of the ROCs for the classifiers at various thresholds 

Based on Figure 4, the hybrid and naïve Bayes classifiers attained a high sensitivity (True positive rate) 

of approx.70% at a very low false-positive rate (1-specificity). Nevertheless, the hybrid model denoted by 

the purple line returned a better cut-off determination threshold since it yielded a higher true positive rate 

at lower false-positive rates compared to the naïve Bayes classifier. The decision tree was a poor classifier 

given that it achieved a high True positive rate at the cost of a high false-positive rate.  

4.2 Reliability of the proposed hybrid model 

To further demonstrate and evaluate the reliability of the developed hybrid model on high dimensional data, 

the researchers applied the model on three demonstration datasets from various application domains. The 

datasets were sourced from the UCI machine learning repository4 [82]; an assembly of databases used by 

several scholars [83] [84] [85] [86] for experimental investigation of machine learning techniques.  Table 

2 shows the characteristics of the demonstration datasets. 

 

 
4 https://archive.ics.uci.edu/ml/datasets.php 
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Table 2: Datasets used to test the reliability of the hybrid model 

Dataset 
name 

Description Number 
of 
attributes 

Number of 
observation
s 

Target 
attribute 

Data Source 

Heart 
failure 

Dataset for 
predicting mortality 
caused by Heart 
Failure 

13 299 Death_Event https://archive.ics.uci.
edu/ml/datasets/Heart+fa
ilure+clinical+records 

Heart_U
CI 

Data set with 
attributes to detect 
the presence of heart 
disease in the patient 

14 303 target https://archive.ics.uci.
edu/ml/datasets/Heart+D
isease 

Wine 
quality 

Data set with 
attributes to 
determine which 
physiochemical 
properties make a 
wine 'good'! 
 

12 1599 Quality  
(=<6.5=”BAD
” 
>6.5=”GOOD” 

https://archive.ics.uci.
edu/ml/datasets/wine+qu
ality 

 

 
The researchers subjected the datasets in table 2 to data pre-processing steps similar to the malaria 

incidence rate dataset collected from a known population in Kampala. The researchers employed k-fold 

cross-validation to compare the performance of the developed hybrid model in terms of the F-measure 

metric with the independent decision tree and naïve Bayes classifiers. The results are shown in Table 3. 

 

Table 3: Performance of the decision tree, naive Bayes and proposed hybrid models on various demonstration 
datasets 

Dataset Model Accuracy Sensitivity Specificity Precision F-
measure 

heart_failure Decision tree 81.7% 86.4% 68.8% 88.4% 87.4% 
Naïve Bayes 81.7% 90% 65% 83.7% 86.7% 

Hybrid 86.7% 90.7% 76.5% 90.7% 90.7% 
heart Decision tree 83.6% 89.5% 81% 68% 77.3% 

Naïve Bayes 83.6% 75.9% 90.6% 88% 81.5% 
Hybrid 88.5% 82.1% 93.9% 92% 86.8% 

winequality Decision tree 84.1% 86.8% 52% 95.5% 90.9% 
Naïve Bayes 79.7% 88.9% 39% 86.6% 87.7% 

Hybrid 84.7% 88.2% 54.5% 94.4% 91.2% 
 

Table 3 reveals that the hybrid model improved the performance the independent models across all the 

datasets. The proposed hybrid model outperformed the independent models by obtaining the highest F-

measure score of 90.7%, 86.8% and 91.2% on the “heart_failure”, “heart” and “winequality” datasets 

respectively. Similarly, the proposed hybrid model outperformed the independent models in terms of 

predictive accuracy in all the demonstration datasets. The attained results indicate that the proposed hybrid 

model could help in enhancing the performance of the independent data mining techniques.  

5 Discussion 

The main purpose of this study is to build a hybrid data mining approach robust to noises, dependence, and 

data complexity to improve the predicting of malaria incidence rates, leading to early prediction of malaria 

occurrences and thus dipping the transmission risk in the community. In this work, the researchers 
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compared a hybrid data mining technique with single data mining techniques in the form of decision trees 

and naïve Bayes classifiers. The results showed that the hybrid model outperformed the independent models 

in terms of classification accuracy, specificity, and F-measure. To assess the robustness of the hybrid model, 

the researchers undertook further experiments using datasets from different application domains. These 

datasets were obtained from the UCI machine learning repository [82]. Findings from these experimental 

analyses alluded to the researchers’ initial findings with the hybrid model outperforming the individual 

models. Furthermore, the experimental results showed that employing the hybrid model by weighting the 

naïve Bayes classifier using gain ratio values emanating from the C4.5 algorithm enhances the naïve Bayes 

algorithm. This is similar to findings of [72] [87] [88] [89] who alluded that nullifying the conditional 

independence assumption of the naïve Bayes through weighting can help improve its performance.  

Above all, the results are in agreement with the concept that high sensitivity and specificity may not be 

achievable in real-world scenarios concurrently [90] because they are inversely related, implying that as 

the specificity increases, the sensitivity decreases and vice versa [91]. Hence there is a trade-off between 

sensitivity and specificity with the hybrid model recording a lower sensitivity of 80% compared to the naive 

Bayes model registered at 90.9%. However, a similar trend was observed in terms of specificity with the 

hybrid model registering the highest specificity of 77.8% compared to 71.4% and 55.6% recorded for the 

decision tree and naive Bayes models respectively.       

The study faced a key challenge of available monthly data being limited to a few predictor attributes for 

the period under investigation and hence the researchers were unable to subject the developed hybrid model 

to a higher dimensional dataset from a known population which would return more reliable and robust 

performance results [92]. Additionally, the researchers did not take into consideration the effect of 

biasedness associated with predictions emanating from imbalanced data [93]. 

6 Conclusion 

This study aimed to develop a hybrid model for predicting reliable estimates of malaria incidence 

thresholds. After reviewing relevant literature, the researchers proposed a hybrid model which was an 

amalgamation of the C4.5 decision tree and naïve Bayes classifiers. The hybrid model was developed in 

two phases with phase one employing the C4.5 algorithm to generated information gain ratio values for 

antecedent attributes which were used as attribute weights for the naïve Bayes classier in the second phase.  

Empirically, the developed hybrid model outperformed both independent decision tree and naïve Bayes 

models. Notably, the hybrid model outperformed the independent decision tree and naïve Bayes classifiers 

in terms of accuracy by 6.9% and 10.3% respectively. Hence merging several independent homogeneous 

predictive data mining techniques enhances the accuracy of the estimates leading to reliable estimates. 
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